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Abstract

Symmetry is a strong inductive bias in geometric deep learning
and its quantum counterpart, and has attracted increasing attention
for improving the trainability of QML models. Yet incorporating
symmetries into quantum machine learning (QML) ansatzes is not
free: symmetrization often adds gates and constrains the circuits.
To understand these effects, we present TWIRLATOR, which is an
automated pipeline that symmetrizes parameterized QML ansatzes
and quantifies the trade-offs as the amount of symmetry increases.
TWwIRLATOR models partial symmetries by the size of a subgroup of
the symmetric group, enabling analysis between the “no symmetry”
and “full symmetry” extremes. Across 19 common ansatz patterns,
TWIRLATOR symmetrizes circuits with respect to any subgroup of
Spn and measures (1) generator drift, (2) circuit overhead (depth and
size), and (3) expressibility and entangling capability. The experi-
mental evaluation focuses on subgroups of S4 and S5. TWIRLATOR
reveals that larger subgroups typically increase circuit overhead,
reduce expressibility, and often increase entangling capability. The
pipeline and results provide practical guidance for selecting ansatz
patterns and symmetry levels that balance hardware cost and model
performance in symmetry-aware QML applications.
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1 Introduction

Many foundational classical machine learning models benefit from
additional structure imposed by the learning tasks. Convolutional
models exploit translation equivariance in vision [12, 13], and
graph neural networks enforce permutation symmetry for rela-
tional data [10, 23]. Beyond conceptual elegance, symmetry con-
straints can produce concrete gains in accuracy and data efficiency.
For instance, group-equivariant CNNs reduce test error on rotated
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MNIST from 5.03% (standard CNN) to 2.28% (rotation-equivariant
P4CNN) under matched settings [5]. In scientific machine learn-
ing, equivariant architectures can also reduce data requirements
by orders of magnitude: NequIP [27] reports competitive accuracy
with 1,000 fewer training samples in a molecular modeling bench-
mark [3]. These successes underpin geometric deep learning [4]
and have recently carried over to geometric and equivariant quan-
tum machine learning (QML) [18-21, 24], where symmetry-aware
models can possibly improve trainability, generalization and avoid
certain problems such as barren plateaus [8, 14, 29].

From a quantum software engineering perspective, “using sym-
metry” is a pipeline decision that should be identified, engineered,
validated, and benchmarked. Incorporating symmetries into QML
models affects the QML software stack end-to-end: after identifying
symmetries in the learning task, they influence circuit construc-
tion, compilation/transpilation, the trainability and learnability of
QML models, and resource estimations under hardware constraints.
Concretely, stronger symmetry can turn a circuit that is deployable
under a depth/size budget into one that is not. The current tool-
ing provides limited reusable automation for applying symmetry
transformations consistently across different ansatzes and learning
tasks and for producing metric-driven analysis that makes these
trade-offs explicit to practitioners.

Although many learning tasks have natural underlying sym-
metries, especially in physics [15], there is no quantum software
that would enable us to symmetrize quantum machine learning
ansatzes in an automated manner. For example, Qiskit, Pennylane,
and Cirq provide limited tools for symmetrizing QML models. As
noted in [21], the practical realization of these models requires a
solid understanding of group representation theory.

Symmetry is often treated as a binary choice (none vs. full sym-
metry), while partial symmetry—which may provide a better cost—
performance balance—is rarely explored systematically [21]. To
quantify the impact of increasing symmetry, we approach the
symmetrization in terms of subgroups. While most of the pre-
vious research has not explicitly formulated symmetrization in
terms of subgroups, we present this straightforward generalization.
Subgroup-based symmetrization can be considered to produce par-
tially equivariant models, which have been more extensively studied
in classical geometric and equivariant machine learning [1, 6, 22].
Nevertheless, this study shows that employing subgroup-based
symmetries rather than the whole group produces more expressive
and shorter ansatzes.

TWIRLATOR structures the evaluation around three research ques-
tions: (RQ1) How does subgroup symmetrization alter ansatz gen-
erators as symmetry increases? (RQ2) How does circuit overhead
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(depth and gate count) scale with subgroup size across common
ansatzes? (RQ3) How do expressibility and entangling capability
change as symmetry increases?

This paper makes following contributions:

(1) A reusable symmetry-aware QML pipeline. Based on angle
encoding, induced unitary representations of symmetry groups, and
the Pauli twirling formula, we implement an automated pipeline
that symmetrizes some of the most common quantum machine
learning ansatz patterns with respect to the subgroups. TWIRLATOR
automatically generalizes to any common ansatzes.

(2) Subgroup-based symmetry as a tunable knob in the QML
model construction. We propose that symmetry can be under-
stood as a tunable knob in QML models, since one need not use
the entire group but can incorporate only subgroups, as this work
demonstrates. This reframes symmetry as a continuum rather than
a binary choice, thereby supporting the systematic exploration of
symmetry effects.

(3) A benchmark-driven characterization of symmetry. We
concretely study the effects of the gate symmetrization process by
computing a difference between original and symmetric generators,
which we call generator drift. Additionally, we obtain circuit-related
metrics, such as depth, and the expressibility and entangling capabil-
ities of the symmetrized ansatzes for varying degrees of symmetry.

We have open sourced TWIRLATOR!.

2 Background

TWIRLATOR treats symmetry as an explicit engineering knob in
QML ansatz design. This section introduces the background needed
to operationalize that knob: (i) how we model task symmetries with
subgroups of a symmetric group, (ii) how TWIRLATOR enforces a
target subgroup via the twirling formula, and (iii) the expressibility
and entangling capability metrics used in our evaluation.

2.1 Symmetries in learning tasks

Symmetries can appear in (quantum) machine learning in multiple
ways [4, 15, 18]. Symmetries can be discrete or continuous, and
they are often divided into equivariant or invariant symmetries [15].
Symmetries can appear only in the source data, or we can iden-
tify that the mapping, i.e., the learning problem, respects certain
symmetries due to the problem’s nature. In this work, we focus on
symmetries that appear in the learning problem.

In this work, we assume an input space X and an output space Y
for a given machine learning problem [25]. Given a set of samples
S ={(x1,y;) e X X J/}gl, the goal is to learn a function f: X —
Y so that it approximates the unknown distribution D ¢ X X Y.
Depending on the learning task, it is possible to identify that the
distribution D € X x Y respects certain symmetries, which can be
encoded in the model.

In this work, symmetries are modeled using symmetric groups
Sp and their subgroups Sl’c C Sp. The connection between the
group theory and the vector spaces (data) is given by representation
theory [21]. We can define a representation of a group S, on a
vector space V as a mapping ¢: S, X V — V, which satisfies that
¢(s): V — V is linear for every s € Sy, ¢(e,v) = v for the neutral
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element e € S, and ¢(s1, ¢(s2,0)) = p(s152,0) for every s1,s2 € Sy,
and v € V. Using this representation, we obtain ¢(S; ), which is the
corresponding subgroup of linear mappings V. — V.

Next, we assume that X C V. Then, the mapping f is invariant
under the symmetric subgroup S,’C if f(o(s,x)) = f(x)forallx e X
andforalls € S ]’C With this definition, the level of symmetry in the
mapping can be quantified by considering the size of the subgroup
Sl’< C Sp, for which the invariance holds. If the subgroup is a trivial
one-element group consisting of only the neutral element, the data
does not admit any symmetries. Neutral element is always mapped
to the identity matrix I and this does not change the vector, so
that f(I[x]) = f(x) is trivially satisfied. On the other hand, if the
subgroup satisfies Sl’c = Sy, the data is maximally symmetric with
respect to the fixed symmetry group S,.

In this work, we consider that the representation ¢: S, XV — V
is also realized by unitary matrices such that ¢(S,) = {Us | s € Sp}.
Let Ujpjt be the initial data encoding layer for the quantum machine
learning model as a unitary operator. We consider special induced
unitary representations of symmetry groups which are required to
satisfy the following condition

Uinit (¢(5, X)) = UsUnit (x)US, (1)

for all x € X. This condition necessarily encodes the fact that the
induced representation {Us | s € S, } in a certain sense commutes
with the data encoding layer Ujyjt (x) with respect to the group S,.

Now the symmetry in the learning problem is modeled with
unitaries {Us | s € Sp} which also satisfy Equation 1. The equation
establishes the connection between data encoding and symmetries.
It is also important to note that Equation 1 is defined at the operator
level, not the state level.

2.2 Gate symmetrization

This work implements gate symmetrization, which is performed
with the Pauli twirling formula [18]. For this subsection, we as-
sume that for a fixed data encoding Uj,j; and a subgroup SI,< of
the symmetry group Sy, we have computed the induced unitary
representations as defined in Equation 1.

Since the construction involves parameterized quantum circuits,
the symmetrization relies on generators. All of the gates in the
ansatzes can be expressed in terms of fixed generators as R (0) =
¢~19G where G is the generator for the parametrized gate R ().
Based on Proposition 1 (Commuting generators) [18], it suffices to
apply the symmetrization process only to the generators. Hence,
assume a fixed gate set expressed in terms of generators. Then, we
define the Pauli twirling formula [7, 18] over the subgroup S/’C:

! Z U,GUY . @)

TGl = =
|Sk| seSl’(

Applying the twirling formula to the generators G of the origi-
nal gate set, we obtain the equivariant generator set 7 [G]. These
generators are used to construct the corresponding symmetric pa-
rameterized circuit.
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2.3 Expressibility

Expressibility of a parametrized quantum circuit refers to the cir-
cuit’s ability to express pure states so that they cover the Hilbert
space [26]. In practice, the expressibility is computed based on fi-
delities which are estimated so that we sample pairs of states |¢pg)
and |¢y) for different randomly initialized parametrizations 6 and
¢. Then, the corresponding fidelities F = |((pg|<p¢)|2 are considered
as random variables. Let P(F, 0) be the estimated probability distri-
bution of fidelities for parameters 6, which results from sampling
states from the parametrized circuit. Let Ppyaar(F) be the Haard
distribution [16], which can be computed with the closed form
formula Pipaar (F) = (N — 1)(1 — F)N 72, The distributions P(F, )
and Ppyaar (F) are compared with Kullback-Leibler (KL) divergence,
i.e, relative entropy [11]

P(F,0)[x]

Dit(P(F. ) [IPraar (P)) = D P(F.0)[x] log 5 = 2.

The expressibility of a parametrized quantum circuit is defined as
its KL-divergence.

2.4 Entangling capability

The entangling capability of a parameterized quantum circuit quan-
tifies how close, on average, the state it produces is to the maxi-
mally entangled state. Following the description in [26], we have
computed Meyer-Wallach (MW) entanglement measure [17]. Let
© = {0; | 1 <i < n} be a collection of parameter vectors for a
parameterized quantum circuit. Previous work [2] defines Meyer-
Wallach entanglement measure as

-2 I,
0=1a1 2, (1 n};mpkwl))),

0;€0

where n is the number of qubits and py. is the reduced density ma-
trix of qubit k. The value Tr( pi) is the purity of the qubit k. If qubit
k is entangled with others, then the state pg becomes mixed and
Tr(p,zc) < 1. Hence, this formula can be used to estimate the total
entangling capability of the parameterized circuit. According to
this measure, if a parameterized circuit produces only separable
(product) states, its entangling capability is 0. In contrast, a circuit
that creates highly entangled states attains a value close to 1. Previ-
ous research [26] identified that the entangling capability of Haar
random states is around 0.82.

3 Methodology

Using the symmetry knob and metrics defined in §2, we now de-
scribe TWIRLATOR’s evaluation methodology. The methodology
consists of three steps: (i) selecting a representative collection of
ansatzes [26] and enumerating subgroups of S, (ii) generating
subgroup-symmetrized circuits via the twirling formula, and (iii)
comparing original and symmetrized circuits using generator drift,
circuit overhead, expressibility, and entangling capability metrics.

3.1 Selected ansatzes and subgroups

TWIRLATOR studies various symmetry-related properties of 19 com-
mon ansatz patterns from [26]. The ansatze implementations used
in this work originate from [9], which provides them as PennyLane
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Fig. 1: Ansatz 3 from [26] with four qubits

circuits. An example ansatz with id 3 is presented in Fig. 1. Making
the results partially comparable to [26], we focus on four-qubit
versions of these ansatzes. Because of selecting four qubits, we con-
struct the symmetric group S4 and consider its possible subgroups,
which have orders as 1 (trivial one-element subgroup), 2, 3, 4, 6, 8,
12, and 24 (complete S4 has 4! = 24 elements). We have considered
all of the subgroups of S4.

3.2 Subgroup-based symmetrization

Since most of the gates in the ansatzes are parametrized, the system
relies on Proposition 1 about commuting generators [18], which
states that it suffices to symmetrize the generators instead of pa-
rametrized gates as unitaries. To compute the generators for the
gates in the ansatzes, we use PennyLane’s gqml.generator func-
tion. Then, the system applies the previously described induced
unitary representations as permutation matrices to the generators.
Next, it uses the Pauli twirling formula in Equation 2 to obtain
the equivariant set of symmetrized generators. Finally, the same
set of parameters is assigned for each symmetrized generator, and
the resulting set of generators is synthesized into parametrized
quantum circuits using Qiskit. When this process is applied to the
example circuit in Fig. 1 using a fixed four-element subgroup of the
symmetric group S4, we obtain a circuit in Fig. 2.

3.3 Evaluation metrics

Next, we introduce the evaluation metrics used to assess perfor-
mance differences between the original ansatzes and their sym-
metrized counterparts. Let A; be the ansatz from [26] for 1 < i < 19.
Let G(A;) be the set of generators for the gates in the ansatz. Let
T [G(Ai)] be the equivariant gateset for the gates defined by gener-
ators in G(A;), when they are symmetrized with respect to a fixed
subgroup. In the following, the norms are Frobenius norms. Then,
we consider the three classes of metrics as follows.

Generator drift. To quantify the difference between the original

ansatzes and their symmetrized versions, we compute the average
difference of the norm

[1G - Gtwir1||’

for Giywirl € T1G(Ai)] and G € G(A;), where Gy is the sym-
metrized version of G. In other words, this means that the average
norm for the projection onto the symmetric subspace is defined as

1 1
T AN TBTAS [IG = Gewirtll- (3)
TG (A; A 2,

TGN G am 194 aeGian
Note that the previous value is interestingly depth-invariant. The
value is computed for each gate’s generator and then averaged over

all gates in the ansatz. Since increasing the number of layers in the
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Fig. 2: Symmetrized circuit corresponding the circuit in Fig. 1 using a four element subgroup of symmetric group Sy

ansatz structures repeats the same gates multiple times, the value
does not depend on the ansatz depth. Hence, in the results section,
we present the results without referencing the depth.

Circuit-related metrics. When the gates in ansatz A; are replaced
with the corresponding symmetrized gates based on generators
in 7¢;[G(A;)], we synthesize the circuit using the same gates as
the original ansatzes have. Synthesis is performed using the Qiskit
transpile function with the highest optimization level 3. The re-
sults slightly depend on the synthesis method, and Qiskit does not
perform all possible optimizations because the synthesized circuits
contain parameters. For example, one can identify that some R,
gates could still be combined in the circuit in Fig. 2, reducing the gate
count and depth slightly. Nevertheless, these metrics provide a con-
crete quantification of the overhead introduced by symmetrization
as a function of the system’s degree of symmetry. Circuit-related
metrics also enable us to compare those ansatzes that are expensive
to symmetrize in terms of gate overhead. We observed that the
overall trends for the total number of gates, two-qubit gates, and
circuit depth are consistent. Therefore, we present the results using
absolute gate counts in terms of the subgroup size.

Expressibility and entangling capability. For the same sym-
metrized circuits as in the previous point, we compute the express-
ibility and entangling capability as defined in [26]. The values
are calculated with open-source QLeet software [2], which we up-
dated 2. We use the hyperparameters from [26] so that we sample
10 000 states for which we compute the independent fidelities (i.e.,
the same state does not appear twice in the fidelity computations).
Although QLeet allows continuous expressibility comparison, we
follow the description in [26] and approximate the distributions
P(F, 0) and Py,5, (F) with 75 bins. With this setup, we obtained re-
sults that were closely similar to those of the previous research [26]
for the original ansatzes without symmetrization. We also used
10 000 states to compute the entangling capability. This sample size
was found statistically robust [26].

4 Implementation

TWIRLATOR implements subgroup-based ansatz symmetrization for
parameterized circuits under discrete permutation symmetries. It
takes as input a circuit and a subgroup, and outputs a symmetrized
circuit along with artifacts such as induced representations and
symmetrized generators.

Precomputed subgroups. Using the precomputed subgroups for
S4, we construct the unitary representations that satisfy the in-
duced unitary representation definition in Equation 1. For a fixed
symmetric group S, and its subgroup SI’C C Sp, the elements in the
group are permutations. Since we focus on angle encoding, which
is expressed in terms of a diagonal unitary Ujpj;, this means that
the induced representations Us are simply permutation matrices,

Zhttps://github.com/valterUo/qleet-light

which are easy to construct. If we introduce entanglement into
the data-encoding unitary Ujp;; and apply, for example, amplitude
encoding, the resulting representations are more complex to build.
Considering induced unitary representations for advanced data
encoding methods is part of future research.

The system also contains other precomputed symmetric group
structures for extended experiments. Using Sage Math, we have
sampled at most 30 random subgroups of size k for each 1 < k <
|Sn|for3 < n < 9.Some experiments also rely on the corresponding
five-qubit circuits and the group Ss. Generally, the implementation
handles any parametrized circuit with respect to any subgroup of a
symmetric group, provided the model uses angle encoding.

Induced unitary representations. Based on the permutations
in the subgroup, the corresponding permutation matrix, i.e., the
induced unitary representation, is constructed as follows. Let n
be the number of qubits in the system and o be a permutation
on {0,1,...,n — 1} such that o(i) gives us the target position of
qubit i. This means we want to encode an action that moves the
bit originally at position i to position o(i). We define ¢~ as the
inverse permutation satisfying ¢~ (c(i)) = i. The corresponding
qubit permutation unitary U, € caxe”
basis states as

operates on computational

Us 1b0b1 - bu=1) = b1 (0) ba-1(1) ++- b1 (no1))-

The bit originally at position i moves to position o ().

5 Evaluation

Computationally, the most expensive experiments are those for ex-
pressibility and entangling capability, since they require simulating
circuits. For those, we utilized 760 CPUs divided into 95 tasks. Each
task was allocated 8 CPUs with 4GB of memory, and the running
time ranged from 30 minutes to 2 hours, depending on the depth of
the circuits. The software used for quantum computing simulations
was Qiskit, and Pennylane was used for ansatz construction and
generator computation.

5.1 RQ1: How much does symmetrization
change the generators?

Four qubits (S4). The results for the operator difference norm,
i.e., generator drift, which we defined in Equation 3, are presented
in Fig. 3a for four-qubit ansatzes. When the subgroup size is 1,
meaning that the subgroup consists of only the group’s neutral
element, we correctly obtain 0 as a difference since G = Gy holds
always. The norm increases with the size of the symmetry group,
as a larger number of symmetries in the problem necessitates more
extensive modifications to the generator G. The average generator
drift across ansatzes increases from 0 (subgroup size 1) to 1.72
(subgroup size 24). Some interesting ansatzes are 2, 9, 11 and 15,
whose generator drifts are 2.11, 2.26, 2.01, and 2.42 respectively
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Fig. 3: Generator drift under subgroup-based symmetrization. We report the operator difference norm (Equation 3) between original gate
generators and their subgroup-twirled counterparts as symmetry strength increases (subgroup size on the x-axis). Higher values indicate

larger generator changes induced by symmetrization.

when the subgroup size is 24, and these are visible as yellow stripes.
The commonality between these ansatzes is that they all contain
non-parametrized gates, such as CNOTs, CZs, and Hadamard gates,
and we suspect that their symmetrization slightly increases the
difference. We can also see that the norm for subgroups of size 6
is slightly lower than for subgroups of sizes 4 and 8, which makes
this case stand out.

Five qubits (S5). A similar trend is observed for larger instances.
Corresponding results for the 5-qubit ansatzes computed over the
subgroups of Ss are presented in Fig. 3b. In these cases, the average
generator drift across ansatzes increases from 0 to 2.51. Ansatzes 2,9,
11, and 15 again perform differently. We also observe that subgroups
of sizes 5, 10, 20, 60, and 120 show higher norms. Looking at the
subgroups more closely, one can identify that many subgroups
of size 5 are contained in subgroups of size 10, many of size 10
are contained in subgroups of size 20, and so on. Subgroups that
contain smaller subgroups consequently inherit their properties.
This would explain the stripes in Fig. 3a and Fig. 3b.

5.2 RQ2: How much circuit overhead does
symmetrization introduce?

We start by comparing the sizes of the original circuit to the sym-
metrized circuits. The circuit size is the total number of instructions
in the circuit. The sizes of depth-1 ansatzes for four qubits are
presented in Fig. 4a, and for five qubits in Fig. 4b.

In Fig. 4a, most ansatzes grow moderately as symmetry increases,
remaining below 200 operations even at |SI’c |=24. However, a small
number of circuits dominate the cost tail. The most expensive circuit
to implement is the circuit with id 6. While symmetrization creates
substantial overhead for a couple of circuits, in many cases, the
circuits do not become so long that the hardware cannot support
them. Interestingly, in all cases, the cost of implementing symmetric
circuits for subgroups of sizes 12 and 24 is the same.

We also observe that gate counts do not grow monotonically.
This is especially apparent in Fig. 4b, where circuits corresponding
to subgroups of size 6, 12, and 24 show lower overhead compared

to the cases around them. We believe that the reason for this is the
same as the reason why we observed the lower operator norm for
the size 6 subgroup in Fig. 3a. A similar phenomenon can be seen in
the five-qubit cases in Fig. 4b. The figure shows peaks at the same
subgroups as we observe higher norm in Fig. 3b.

5.3 RQ3: How does symmetry affect
expressibility and entangling capability?

Expressibility. To highlight differences in the sizes of the symme-
try groups, we again fix the circuit depth to 1 and plot the results as
a function of subgroup sizes. Fig. 5 shows the expressibility results
for the studied circuits. The results are ordered from the least to
the most expressible, according to the expressibility value of the
original circuit.

One can observe that the most expressive ansatzes are also the
most expensive to implement, as shown in Fig. 4. The values for
the original ansatzes are close to those obtained in the original
study [26]. We consistently observe that expressibility decreases as
symmetry increases. In most cases, the relative decrease in express-
ibility stays approximately the same.

Furthermore, we see that the expressibility of symmetric ansatzes
corresponding to subgroups of sizes 3 and 6 yields similar KL-
divergence values. We assume that this phenomenon again follows
from the reasons that we discussed around Fig. 3a and Fig. 3b.
Subgroups of size 3 are often subgroups for subgroups of size 6,
and thus they show similar performance. The KL-divergence values
also seem to be the same for symmetric ansatzes corresponding to
subgroups of sizes 12 and 24, presumably for the same reason.

In the studied cases, the expressibility results indicate that most
of the symmetrized circuits are not in the previously identified
favorable expressibility region [26]. Fig. 7a demonstrates that even
increasing the depth does not seem to increased reduced express-
ibility, and this applies to the other circuits in the study. Thus, the
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and occasional non-monotonic changes across subgroup orders.
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Fig. 5: Expressibility under subgroup-based symmetrization

apparent solution is to use only sufficiently small or partial sym-
metries. It is possible that analyzing symmetries in the learning
problem becomes part of the QML architecture design, allowing us
to find the optimal model design.

Entanglement capability. Fig. 6 presents the results of the entan-
gling capability studies. While it is intuitive that expressibility de-
creases as symmetry increases, it is less intuitive how entanglement
behaves in this context. We did not observe similarly consistent
patterns as in the case of expressibility.

The general trend that we observe is that entanglement increases
in most cases. This is most likely because the symmetrization in-
troduces parametrized gates that create entanglement. Interest-
ing exceptions are the ansatzes 2, 9, 10, 11, and 15 that have non-
parametric two-qubit gates. The results indicate that these non-
parametrized entangling gates are transformed into gates that cre-
ate less entanglement in the circuit (ansatzes 2, 9, 11, 15) or that

(depth 1): larger subgroups increase Dgj, (lower expressibility).

maintain approximately the same entanglement capability (ansatz
10). We also note that ansatzes 3 and 16 exhibit very similar charac-
teristics, which is understandable given their structures.

None of the previous metrics examined the effect of increasing
the circuit depth. We found that although increasing the circuit
depth changes the absolute values, the relative influence of sym-
metries is consistent across depths for each ansatz. In essence, the
patterns observed at depth 1 already reflect the main effects of
symmetrization, and greater depths rarely alter this picture. For
example, present the expressibility values for ansatz 6 with different
depths in Fig. 7a, which shows that the effects of symmetrization
affect similarly. In the same way, Fig. 7b shows the entangling
capability results for ansatz 18.

6 Discussion

Across 19 ansatz patterns, subgroup-based symmetrization exposes
a consistent symmetry—overhead—performance trade-off across
ansatzes. As subgroup size increases, (i) generator drift grows, (ii)
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synthesized circuits become larger, and (iii) expressibility decreases,
while entangling capability often increases. Without symmetriza-
tion (subgroup size 1), our evaluation reproduced the reference
baselines reported in [26], confirming that TWIRLATOR preserves
the original benchmark.

Why expressibility drops under stronger symmetry. Large
subgroups cause the largest decrease in expressibility because they
enforce invariance across many qubits simultaneously. Learning
problems that exhibit all these symmetries are often relatively con-
strained and structured. We still need to determine the exact prac-
tical consequences, because the low expressibility of symmetric
models should still perform well on data that share the same sym-
metries. Thus, whether low or high expressibility and entangling
capability values are desirable depends on the specific use case and
the underlying hardware constraints.

Implications for quantum software engineering. This work
and the implementation open possibilities for tooling and automa-
tion for creating and analyzing symmetry effects in QML. The

pipeline demonstrates that properties such as expressibility, en-
tangling capability, and symmetry-induced overhead can be auto-
matically estimated. TWIRLATOR and similar tools could be used
in many ways, such as ranking ansatz choices, deciding whether
to adjust the degree of symmetry in ansatzes, stopping training
early, or switching between ansatzes. When implementing such
tools, one should keep in mind that expressibility and entangling
capability are proxy metrics, and the models’ true performance will
depend on many factors.

Scope and limitations. This was not a study of real-world use
cases, and thus, we did not examine how symmetries affect trainabil-
ity. This will be part of future work. Another promising direction
is to investigate the effect of symmetries on measurement opera-
tions, which have been identified as less studied than other parts
of quantum machine learning models [28].

We excluded studies on more complex data encoding methods,
such as amplitude encoding. Computing an induced unitary repre-
sentation for amplitude encoding is more challenging. It might be
easier to compute a specific relaxation for induced unitary represen-
tations. Fixing the state |00 - - - 0), we obtain Ujpit (¢ (s, x))[00 - - - 0) =
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UsUppit (x) UST [00 - - - 0). We call these state-level induced unitary rep-
resentations. Then, we compute Us only so that the previous state-
level equation holds. This creates an induced unitary representation
that does not necessarily satisfy the operator-level Equation 1.

7 Conclusion

This paper presented TWIRLATOR, an automated symmetry-aware
QML pipeline that operationalizes subgroup-based symmetrization
as a practical knob between no symmetry and full-group sym-
metry. Across 19 common ansatz patterns, TWIRLATOR quantifies
how increasing symmetry reshapes generator structure, circuit
overhead, expressibility, and entangling capability, revealing a con-
sistent trade-off: larger subgroups create higher overhead, reduce
expressibility, and often increase entanglement. TWIRLATOR and
the results help practitioners reason about deployability and the ex-
pected performance of ansatzes early in the design of QML models.
Our current scope focuses on permutation symmetries and angle
encoding; future work includes extending TWIRLATOR to richer
symmetry groups and representations, supporting more complex
encodings and measurements, and validating the trade-offs on end-
to-end tasks and real-world datasets.
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